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ABSTRACT 

The growth of mobile devices led to the wide use of Mobile P2P networks. These 

networks are used in a wide variety of areas and hence there is lot of research in the field 

of mobile networks. Detecting selfish nodes is one of the research topics triggered due to 

the popularity of mobile P2P networks. It is necessary to detect selfish nodes in such 

networks to improve the efficiency of the network. In this thesis, an incentive based 

approach to detect selfish nodes is designed and evaluated. This approach differs from the 

existing work as it (i) can be used with any underlying routing protocol assuming there 

are no attacks due to routing protocol (ii) is able to detect selective behavior of nodes 

where nodes drop some packets and forward some (iii) prevents a wide variety of 

malicious activities or attacks by nodes in the network (iv) prevents false positives due to 

connectivity issues in the network. We assume the presence of some trusted nodes called 

Broker nodes and propose a way using which nodes in the network communicate. Each 

intermediate node sends a receipt to the Broker node which it uses to identify selfish 

nodes in the network. Each node has a currency assigned which it uses to pay others for 

the forwarding service. Currency of a node is changed based on the receipts sent by that 

node. When the currency level of a node below some threshold, it is designated as selfish 

node in the network. This approach is experimentally evaluated and is found to 

outperform some of the recent work in this area in terms of time to detect selfish nodes 

and overhead involved. 
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1. INTRODUCTION 

The growth of laptops and PDA‟s has led to the increased use of mobile networks. A 

Mobile P2P network is a network of mobile devices connected by wireless links. Each 

device in the network is called a node. Each node in the network can move independently 

in any direction, hence its links to other nodes in the network can be constantly changing 

and thus, it changes the structure of the network too. A mobile P2P network could also be 

connected to the Internet or outside world using a gateway. An overview of the Mobile 

P2P network is shown in Figure 1.1. Mobile P2P networks are used in battle fields for 

communication or data transfer as there is no infrastructure possible in battle field. They 

can also be used during rescue operations or disaster recovery where there is no existing 

infrastructure. They can also be used in offices or other buildings when infrastructure is 

not available. More advanced applications of mobile networks are vehicular networks 

where vehicles communicate among themselves about traffic or for various other 

purposes. These networks can also be used for data transfer or file sharing between 

PDA‟s or laptops without the presence of any network. The main advantage of mobile 

P2P networks is that they are very easy to create and self-configured and can also move 

from one place to another. The disadvantage of these networks is that all the nodes use 

battery power for sending and receiving messages and nodes can move out at any time. 

So the battery power of each node has to be preserved to increase the life time of the 

network and connectivity information has to be maintained. 
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Figure 1.1 Overview of Mobile P2P network 

 

 

 

1.1. ROUTING ALGORITHMS 

In a mobile P2P network, nodes too far apart have to communicate with each other. 

As there is no direct connection between all nodes in the network, it is important that all 

the nodes in the network help each other. Each node in the network has to forward 

packets it receives towards the destination. There are various routing algorithms which 

help each node take decisions about forwarding packets. The routing algorithms are 

broadly classified into two types: 

a. Source based routing protocol 

b. Hop by hop routing protocol 

In source based routing, all the decisions about the route are taken at the source 

before the packet is sent. The whole route to be followed by the packet is fixed at the 

source and attached to the message/data. Each intermediate node in the route then 

forwards it to the next hop based on the route attached. This reduces the load on the 

network as the routing decisions are taken only when a packet has to be sent, but could 

also increase the energy used in some cases. If an intermediate node cannot forward the 

packet to the next hop, a new route has to be found to forward the packet. This increases 

the routing time and hence delays sending packets. An example of a source based routing 
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is DSR [18] where RREQ is used to find the route to the destination and the route found 

is used to send packet to the destination. 

In hop by hop based routing, the next hop towards the destination is decided at each 

intermediate node. The source node just sends the packet without attaching a route and 

each intermediate node finds the next hop to forward the packet. A routing table is 

maintained at each node to forward packets without delay. This increases the load on the 

system as next hop is maintained for each destination and is updated regularly. The delay 

in sending the packet is low as it is directly sent without any route discovery. An example 

of hop by hop routing is DSDV [19] where each node maintains a routing table and is 

used to forward packet depending on the destination. 

Any routing protocol can be used for a mobile network based on the needs of the 

network. But nodes depend on battery power for longitivity, so the routing algorithms 

also have to make sure that energy is conserved at nodes in the network. 

 

1.2. EFFICIENCY OF MOBILE P2P NETWORK 

All the nodes in the network have to forward packets towards destinations for the 

network to work efficiently. The efficiency of the network can also be measured based on 

the packet delivery ratio as described in [6]. If many packets are dropped by intermediate 

nodes, the packet delivery ratio decreases and the efficiency of the network decreases as 

the energy spent in sending packets is wasted. The efficiency of the network and packet 

delivery ratio should be higher to properly utilize the network created. 

 

                      
                                      

                                      
                               (1) 

 

The packet delivery ratio may change due to environmental reasons or due to the 

various intermediate nodes which can selectively forward. Various nodes in the network 

may not forward packets towards destinations, called selfish nodes. They may either drop 

packets when they are not able to reach the next hop or just drop them to save battery 

power. The number of packets dropped by selfish nodes is much higher compared to the 

number of packets dropped due to environmental reasons or non-reachability. Nodes 

could also be involved in other malicious activity to disrupt the network. As packet drop 
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due to environment is very less it can be ignored, but we should stop packet drop to save 

battery power and also prevent other malicious activity to disrupt the network.  

The packet delivery ratio also depends on the length of the path taken by packets. If 

the path from source to destination is very long, the probability of packet delivery is also 

low. If the path from source to destination is short, the probability of packet delivery is 

high. 

For example, assume the probability of an intermediate node dropping a packet or 

packet getting lost is 0.3. So the probability of an intermediate node forwarding the 

packet is (1 – 0.3) = 0.7. The length of the path from source to destination is say „n‟ hops. 

Thus, the probability of packet reaching destination = n * 0.7 assuming that all the 

intermediate nodes has to forward packet towards the destination. As the value of „n‟ 

increases, the probability of packet reaching the destination decreases. So path with less 

hops reduce the energy needed to reach the destination and also increases the probability 

of packet reaching the destination. 

 

1.3.MOTIVATION 

1.3.1 Need to Identify Selfish Nodes Any node in the network can drop 

packet/misbehave at any point of time. Although the reasons to drop packet are many, a 

node should not drop packet to disrupt the network or to save its battery power. If nodes 

in the network drop packets, it will affect the whole network because each node is 

dependent on other nodes in the network for communication. These networks are used in 

emergency situations like battle field or disaster recovery where packet delivery ratio 

should be high. Some examples of selfish behavior are: 

a. An intermediate node dropping a packet instead of forwarding it. 

b. An intermediate node can change or drop the data part to conserve its energy 

used. 

c. An intermediate node can drop the packet and inform the source that there is no 

route to the destination. 

The routing attacks can be handled by the routing algorithms but they cannot 

differentiate if the packets are dropped by an intermediate node or due to the routing 

issue. We have to make sure that such behavior of the nodes is not encouraged. 
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1.3.2 Preventing Selfish Behavior Selfish behavior should be prevented to increase 

the efficiency of the network. Such behavior can be prevented using the following ways: 

a. Finding new routing algorithms. 

b. Identifying selfish nodes in the network. 

In the first method, new algorithms are found to route packets to the destination. The 

routing algorithms are created in such a way that packet can be routed to the destination 

even in the presence of selfish nodes in the network. The main aim of these algorithms is 

to find a route with maximum number of trusted nodes so that probability of packet 

reaching the destination increases. Game theory approach has been used widely in this 

approach. One such algorithm is presented in [15], where author uses a safe and secure 

method to forward packets but does not identify the selfish nodes in the network. Even 

with the most secure routing algorithm, there could be ways in which an intermediate 

node can drop packets. Also some properties like scalability are lost to ensure that the 

problem of selfish nodes is addressed. To make the network and routing more secure, it is 

advisable to identify nodes dropping packets in the network and take action against them. 

Some of the algorithms address the selfish nodes problem using this approach. 

Some of the methods identify selfish nodes by sending Acknowledgement back to the 

source; an improvement of which is described in 2-ACK [2, 6], using reputation [1, 4, 10, 

and 11] and Credit/Currency of nodes [3, 5, 9, 12, and 13]. The latest research in this 

field involves reputation or use of currency to find selfish nodes in the network. Once 

identified, action can be taken on these selfish nodes. These selfish nodes could be 

removed from the network or denied use of resources in the network for a certain period 

of time.  

 

1.3.3 Trusted and Untrusted Nodes in a Network To increase the security of the 

network, a network should have certain trusted nodes. These nodes could either be 

dropped by the network administrator or by the owner of the network. Consider a 

metropolitan area with very few mobile towers. These towers can act as the trusted nodes 

in the network and normal users are the users/untrusted nodes in the network. These 

nodes can be called Broker nodes or Credit Clearance Service as described in [4]. These 
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nodes help creating a hierarchical view of the network. These nodes can also be used to 

store currency or reputation of various other nodes of the network. This helps improve 

the security of the system as the currency cannot be changed by other nodes in the 

network. Creating a tree structure of the network also improves connectivity in the 

network. This tree structure makes sure that nodes on the top of a tree can be trusted and 

nodes near the leaf cannot be trusted. These trusted nodes can help find selfish nodes in 

the network based on the currency of the nodes and also take action on the selfish nodes 

in the network. 
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2. RELATED WORK 

There was a lot of research done to identify selfish nodes in a mobile network. In this 

section, we review some significant works done in the field on detecting selfish nodes in 

mobile P2P networks. The most popular work done in detecting selfish nodes can be 

categorized into the following types: 

1. Using Promiscuous mode of nodes 

2. Using Acknowledgement 

3. Using Reputation of nodes 

4. Using Credit/Currency of nodes 

 

2.1 USING PROMISCUOUS MODE OF NODES 

Promiscuous mode is a mode in which node forwards all the traffic it can listen to the 

application layer rather than just to the frames addressed to it. In this mode, node listens 

to all the communication it can listen to in the network. This mode can be used to detect 

nodes which are dropping packets in the network. Assume that the route from source to 

destination is as shown in Figure 2.1 below. 

 

 

 

Figure 2.1 Path taken by packet from source to destination 

 

 

Source of the packet is the sender and the path to the destination is node 1, node 2, 

node 3, node 4, and destination. Assume the selfish node in the network is node 3. Node 

1 forwards the packet to node 2. Node 2 then forwards the packet to node 3 during which 

node 1 also listens to the packet if it is in promiscuous mode. So node 1 is sure that node 
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2 has forwarded the packet if it is able to hear the packet being forwarded by node 2. 

When node 2 is not able to listen to node 3 forwarding the packet, it assumes that the 

packet is dropped by node 3. If node 3 is found to drop many packets, it is found to be 

selfish and action is taken against it. 

Some methods involving promiscuous mode are described in [7] and [8]. In [7], 

author has given a method to find probability of a node dropping packets. This 

probability helps find the possible selfish nodes in the network and prevent them from 

dropping packets by monitoring them. In [8], author has proposed a method to find 

critical nodes in the network. Using this method, few important nodes in the network are 

identified. We then make sure that those critical nodes forward the packets properly. This 

can be done by changing the mode of nearby nodes to promiscuous mode. This helps 

make sure that the critical nodes do not drop packets and the network works properly.  

Although selfish nodes can be detected using this method, there are various 

disadvantages of this method. This method works only in the presence of Omni-

directional antennas. Node 3 can forward the packet but it may not reach node 4 when 

they are far apart; this is not detected by node 2. Promiscuous mode uses lot of energy at 

each node as it has to process unnecessary data and is not advised for mobile networks 

which run on battery power.  

 

2.2 USING ACKNOWLEDGEMENT 

An idea from TCP protocol is to send an acknowledgement (ACK) back to the 

sender. It is normally sent by the destination back to the source and it proves that 

destination has received the packet. The acknowledgement only helps find if the packet 

reached the destination or the packet is dropped by an intermediate node. However, if an 

ACK is not received, either the packet or the ACK might have been dropped. Also with 

the wireless network, it is better to save bandwidth rather than sending an ACK back all 

the way to the source. This method is not secure and does not prevent other intermediate 

nodes from generating ACK. Also, sending an ACK back to the source increases the 

delay as source has to wait for an ACK. It would also impact the efficiency of the 

network as the available bandwidth decreases and the number of data packets sent in the 

network decreases considerably.  
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To make the acknowledgement scheme more secure, changes are made to the 

algorithm and are described in [2] and [6]. In [6], the author used the idea of 2-ACK to 

make sure that every node forwards the packet. Assuming the network to be as shown in 

Figure 2.1, node 2 sends an ACK back to source proving that node 1 has forwarded the 

packet and node 3 sends an ACK back to node 1 proving that node 2 has forwarded the 

packet. When node 3 drops the packet, node 2 does not receive any ACK from node 4. 

This helps prove that node 3 has dropped the packet. To prevent energy wastage due to 

the large amount of ACK messages, node 2 sends an ACK to source for every 5th data 

packet received. This helps reduce the number of ACK‟s generated by the intermediate 

nodes. Node 1 can create an ACK and send it to source as if node 2 has sent the ACK. To 

prevent such a behavior, each ACK packet is appended with the digital signature and the 

source of the ACK can be verified.  

An enhancement of this scheme is described in [2] where author reduces the number 

of ACK‟s by dividing the path from source to destination into sets and groups. This 

method also uses digital signature to verify the source of the packet.  

These improvements increase the security of the network but still have a few 

disadvantages. A selfish node (node 3) could drop the packet without sending an ACK 

back to node 1. This results in node 2 being detected as selfish. Also with only one ACK 

sent for every 5th packet received, it is hard to detect selective behavior, i.e. a node 

dropping 2-3 packets out of every 5 packets is very safe. 

 

2.3 USING REPUTATION OF NODES 

Most of the recent research to increase co-operation among nodes used 

reputation/trust values. In this method each node in the network is assigned a 

reputation/trust value. The reputation of a node is increased if it forwards a packet to the 

next hop and decreased if the node drops a packet. There is a threshold value for the 

network and a node is selfish if the reputation of that node is below the threshold value. 

The reputation of all the nodes in the network could be distributed or maintained at a 

single location.  

Each node in the network can have a reputation for all the other nodes in the network. 

This reputation depends on the behavior of one node towards another. These values are 
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used to find the actual reputation of the node. A node requests reputation from other 

nodes when it needs to calculate reputation. This increases the number of messages to 

find the reputation of a node. To save the energy and messages sent to find reputation, 

reputation of all the nodes in the network can be stored at a single place. A node which 

wants to find the reputation sends a request to that node and it replies with the reputation 

value. This reduces the messages required to find the reputation value but increases the 

number of messages to maintain reputation at a single place.  

To decrease the reputation of a node dropping packets, the nodes dropping packets 

has to be identified in the route. There are various methods to find such intermediate 

nodes. Some methods to find selfish nodes using reputation are described in [1, 4, 10, and 

11]. In [1], an ACK is sent from destination to source. This ACK proves that all the 

intermediate nodes have forwarded the packet and reputation is increased. If there is a 

retransmission from the source instead of an ACK from the destination, then the 

reputation is decreased. Methods [4], [10] and [11] focus on new innovative formulas to 

find trust value in the presence of distributed reputation and selfish nodes. 

Reputation is highly useful for file sharing networks where nodes with high 

reputation can be trusted. Reputation is a good method to find selfish nodes but it has a 

few disadvantages. When a node has to request a service from other node in the network, 

the node with maximum reputation is chosen. All the nodes in the network choose a node 

with highest reputation to request service or forward the packet and this increase the load 

on that node. Once the node receives more requests/packets than it can forward, it will 

drop the packets and the reputation of that node decreases again. Also a node with low 

reputation is not given a chance to forward packets. So the node with low reputation 

always has low reputation. Also there is no way in which traffic is distributed equally, i.e. 

one node could be sending 100 packets while other node could be sending 10 packets and 

both the nodes use the whole energy as they are connected to the network. Bad mouthing 

attack cannot be addressed using reputation scheme where a node decreases the 

reputation of other node to disrupt the network. 
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2.4 USING CREDIT/CURRENCY OF NODES 

To address the disadvantages of the reputation scheme, recent research focused on 

assigning Currency/Credit to all the nodes in the network. Each node in the network is 

assigned an initial currency. This currency is used to send packet to other nodes in the 

network. Currency is increased for all the intermediate nodes as they help the source 

forward packets to the destination. So the currency of a node increases if the node 

forwards a packet towards the destination and this currency is used to send packets to 

other nodes in the network. There are many advantages of using this method compared to 

reputation. In this method, all the nodes are given equal importance for forwarding 

packets and every node is given equal opportunity to use the system. Also the currency 

will always stay distributed in the system as it is a peer-to-peer network. A node will run 

out of currency if it only sends the packet without forwarding other packets. Also 

currency of a node is decreased if it is found to be dropping packets. A node which runs 

out of currency could be either a node dropping packets or a node which is using too 

many resources of the system. Various methods involving currency/credits are [3, 5, 9, 

12, and 13]. 

 

An example of currency based method is Sprite [3]. In this method, a credit clearance 

service is used to store currency at all the nodes in the network. This helps reduce attacks 

possible in distributed reputation like bad mouthing attack. Each intermediate node which 

forwards a packet sends a certificate along with token to the credit clearance service. All 

these nodes are then given currency by the credit clearance service. It provides currency 

to all the nodes forwarding packets and decrements the total amount of currency from the 

source. Once the currency of a node is below threshold, that node is denied resources of 

the network for a certain period of time as it might be dropping packets. Another 

important method using virtual currency was proposed in [5] that helps improve co-

operation among nodes in the network. Methods [9, 12, and 13] also focus on similar 

approaches to find selfish nodes. Some of these methods suggest charging the destination 

while some charge the source for forwarding the packets. 
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There are various algorithms and various approaches as described above to detect 

selfish nodes in the network. But the main advantages of any selfish node detection 

algorithm should be the following. 

a. The algorithm should work with any existing routing protocol. 

b. The algorithm should be scalable and efficient with less overhead. 

c. The algorithm should not use up more battery from the nodes as nodes in P2P 

network require battery power to function. 
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ABSTRACT  In a mobile P2P network, it is assumed that nodes not only send their 

own packets, but they also route packets sent by other nodes. However the presence of -

selfish nodes which drop packets can affect the efficiency of the whole network. We 

propose a mechanism using virtual currency to find selfish nodes in the network and thus 

improve co-operation among nodes. We do this by issuing a receipt message for the data 

forwarded. Later each intermediate node uses the receipt to prove that it has forwarded 

the packet, and based on the receipts received selfish nodes are identified and the virtual 

currency for providing service is distributed accordingly. When compared to the previous 

approaches, our scheme does not require the presence of any tamper proof hardware at 

each node, and is efficient in terms of time to detect and the number of packets 

exchanged and can be integrated with any routing algorithm. Once identified, selfish 

nodes are punished to make the network more efficient. We also propose measures to 

prevent some other kinds of malicious activity like spoofing, eavesdropping and replay 

attacks to make the network more secure. 

 

1.INTRODUCTION 

A Mobile P2P (M-P2P) network is a set of nodes which move independently within 

an area and co-operate among themselves towards accomplishing a mission. For 

example, M-P2P networks can be used in many military and rescue operations where 

there is no existing infrastructure/communication media or where there is a necessity for 

a network to exist but without infrastructure. It can also be used with restricted 
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infrastructure such as in vehicular networks, where travelers have to communicate with 

other moving cars and other mobile towers present.  

The nodes in Mobile P2P network communicate only using wireless links whose 

strength depend mainly on the distance between nodes. Thus, these links can be created 

or broken at any time as the nodes keep moving independently. As they move, their 

neighbors keep changing as well. So it is important that all the nodes help each other by 

providing services such as forwarding messages and moving data packets to the 

destinations. However, mobile nodes are constrained on battery power and limited 

bandwidth. Some of the intermediate nodes could be selfish and could save power by 

dropping packets instead of forwarding them and use bandwidth for forwarding their own 

data. They could also be part of a malicious activity where nodes can try to spoof packets, 

or eavesdrop between two communicating nodes and also try to modify data. Such 

malicious behaviors have also to be prevented to improve the network efficiency. 

Other constraints associated with mobile networks like mobility and unreliable 

connectivity also make it difficult to detect such activities. So methods are needed to 

identify selfish nodes and make the mobile P2P network much more efficient in terms of 

energy savings and reducing latency. There are various methods proposed for wireless 

networks [1, 3, 9, 11, 13, 14] to help improve co-operation among nodes for better 

network efficiency. Some of them also provide incentives for helping other users/nodes 

which is similar in concept to our approach while some uses reputation to find selfish 

nodes. However, [3, 9, 13] assume that the path to the destination is fixed which cannot 

be guaranteed in M-P2P network. Also most of them do not consider prevention of 

malicious activity like spoofing, replay attacks etc. They also do not find selfish nodes in 

the network but do provide currency to all the nodes which send receipt as a move to 

entice cooperative behavior. Method described in [1] uses reputation to find selfish nodes 

in the network and can work with any routing protocol. It also prevents a variety of 

malicious behavior by other intermediate nodes like replay attacks etc. Each node stores 

the reputation of its neighboring nodes and uses this value to find selfish nodes in the 

network. This method is a low cost and efficient method to find selfish nodes considering 

the attacks possible and the restrictions imposed by the author. The method described in 

[6] sends a 2-ACK to the second previous hop. This acts as a proof that the node between 
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the two nodes has forwarded the message. A 2-ACK is sent for every Rack packets sent to 

decrease the overhead involved. This helps find selfish nodes in the network by 

measuring the number of ACK‟s missing and that value has to be more than the Rack as 

Rack number of ACK‟s are not sent to prevent overhead.  We compare our algorithm with 

[1] and [6] because [1] has the most similar assumptions and [6] is the most recent 

promising algorithm in this field.  

We propose a scheme to identify selfish nodes for a Mobile P2P network in the 

presence of minimum infrastructure. The mobile network structure assumed is as follows. 

We divide the mobile p2p network into three kinds of nodes (Broker nodes, Access Point 

nodes and Non-broker nodes). Broker nodes and access Point nodes are trusted as they 

belong to the infrastructure while non-broker nodes cannot be trusted. They could be 

selfish or act maliciously at any point of time. Each node is associated with a pair of 

private key and public key pair while all the Broker nodes and access point nodes have 

the same (public, private) key.  

We propose a protocol to detect selfish nodes and also prevent malicious activity in a 

network with the presence of minimum infrastructure. For this purpose, we propose a 

method to create receipts at the sender node which is appended to the data to be sent to 

the destination. Some of the previous methods involving receipts [4, 11, 12] send a 

request to the Broker node for a certificate which acts as a receipt for the packet. In our 

method, we reduce the latency in sending data by creating a receipt at the source and 

piggybacking it with the data packet. These packets are sent to the destination using any 

given routing algorithm. All the intermediate nodes store the receipts and then send the 

receipts to trusted Broker nodes/access point nodes. The Broker nodes then create a 

virtual path for each packet and distribute currency among intermediate nodes. The 

Broker node also creates a complaint if a packet is dropped. The selfish nodes are then 

punished based on the amount of currency and complaints, thus improving the efficiency 

of the network and also making it more secure. This scheme also prevents other 

malicious activities but does not identify the nodes responsible. The main advantage of 

our scheme is that a source can create its own receipt and then send data which decreases 

the latency to disseminate data. It is also able to find the selfish nodes in the network 

which considerably improves the co-operation among nodes in the network. 
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We reduce the latency in sending data packets which improve the performance of the 

network. In addition, finding selfish nodes will help use routing through trustworthy 

nodes so the overall performance of the whole network is much better than [1]. 

The rest of the paper is organized as follows. We provide a brief overview of the previous 

research in Section 2, describe the system configuration in Section 3, propose our method 

in Section 4 and then provide the working details of the algorithm. We propose the 

simulation and performance evaluation in Section 6. The conclusion and future work is 

given in Section 7. 

 

2.RELATED WORK 

Several models [3, 6, 7, 9, 11, 13] have been proposed to route packets in a network 

where all the nodes cannot be trusted. Some of them use acknowledgements similar to 

TCP protocol, while others make sure that all nodes can work properly and force them to 

participate in the network in various ways. 

An idea from TCP protocol is to send an acknowledgement (ACK) back to the 

sender. It is to make sure the destination has received the packet. However, the network 

being a wireless network it is better to save bandwidth rather than sending an ACK back 

all the way. It would also impact the efficiency of the network as the number of data 

packets sent decreases considerably. In [6], the author used the idea of 2-ACK to make 

sure that every node forwards the packet. If node „A‟ forwards the packet to node „B‟, 

and „B‟ forwards it to node „C‟, then node „C‟ sends an ACK to the node „A‟. The details 

and drawbacks of the algorithm are explained later. 

The idea in [7, 8] was to find nodes in the network which can drop packets and call 

them critical nodes. The protocol will then make sure that these nodes don‟t drop packets. 

In a mobile network, it is difficult to ensure that critical nodes remain the same; other 

nodes which are non-critical can also start dropping packets at any point of time. In [7, 

8], such ideas of finding selfish nodes and critical nodes have been discussed but the 

method fails in most cases. One could also make sure that each node is willing to 

participate in the routing which is discussed in [9] called Participation Willingness (PW). 

This will make sure that all nodes in the path are willing to participate and this helps in 
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building a safe path. However, we cannot force nodes; they can start dropping packets 

later which will make the computed values and categorization useless. 

One of the latest ideas [10, 11, 12] involved finding/maintaining trust values for 

nodes in the network. If the objective is file sharing, a trust value proposed in [10] is very 

useful. This can be used by finding the trust value of the source of the file and comparing 

it with a threshold. These trust values keep increasing if there is a successful transfer of a 

file with that node and decreased if a transfer fails. Some other ideas like tit-for-tat 

proposed in Prisoners game [12] where faulty nodes co-operate with each other, trusty 

nodes co-operate with each other while a faulty and a trusted node do not co-operate. 

These reputation values can be stored at each node or at a central node which can be 

trusted. To maintain the reputation of all the nodes, we need to have proper hardware at 

each node so that selfish/ malicious nodes cannot manipulate the reputation of any node. 

This is needed because each node has the reputation of other nodes. We could store the 

reputation of all the nodes at a trusted node to prevent manipulation but this result in 

many requests and replies to find trust values. Also, reputation is not effective against 

Bad mouthing attack. A node can keep sending information to other nodes to improve its 

reputation and then start dropping packets. Also, reputation doesn‟t care about the 

percentage of the network being used i.e. a node has a high reputation receives many 

requests and a node with less reputation does not receive any requests and is idle. 

Most of the present research in the area of Virtual Currency is to promote co-

operation among nodes. Virtual currency has also been proposed to remove in-

efficiencies in the reputation system. Some of the methods involving virtual currency are 

described in [3, 13, 14, 15, 16]. In [13, 14] the path to the destination is found before any 

data is sent. It is similar to a TCP connection and is not a good option for mobile 

networks. It should be avoided. In [3], author has proposed a very good review of the 

amount to be paid to each node during various conditions in the network. It is similar to 

our approach but does not find the nodes which drop packets. It pays currency to all the 

nodes which send a receipt to the Broker node but does not propose any method to find 

selfish nodes. The main difference comparing with our algorithm is that we make sure 

that a node has actually forwarded the packet before paying the currency. 
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A latest method to find selfish nodes [2] is an improvement to an already existing 

algorithm [6] and involves advanced acknowledgement. In this method author has 

divided the path from source to destination into groups and proposed a method which 

gives us the ACK‟s to be sent. Although this is the latest paper in the area, it has many 

restrictions. It assumes that there are no colluding nodes, selfish nodes do not drop 

ACK‟s and nodes stay in promiscuous mode. 

A model to find selfish nodes which has similar assumptions compared to our 

algorithm is given in [1]. It works on any routing protocol and the network is also not 

restricted in terms of the type of attacks possible. It is cost efficient as the reputation is 

not shared among various nodes. It also prevents attacks involving colluding nodes and 

nodes do not enter promiscuous mode. In this method, each node stores the reputation of 

all its neighboring nodes. Source sends data to the destination and destination sends an 

ACK back to the source. All the intermediate nodes increase the reputation of the next 

hop if an ACK is received and decrease the reputation of the next hop if there is a 

retransmission by the source. Based on the amount of reputation of the neighboring node, 

a node decides whether to forward the packet to that node. Based on the various 

assumptions, restrictions and malicious activities prevented, this is one of the best way to 

find selfish nodes. 

Another important model is using 2-ACK which is described in [6]. In this paper, 

each hop sends an ACK to the second previous hop. If the route is (A, B, C, D, and E), 

then C sends a 2-ACK to A, D sends a 2-ACK to B and E sends a 2-ACK to C. To 

prevent the overhead only one ACK is sent for every Rack packets sent. Based on the 

number of 2-ACK packets missing, the selfish nodes are identified. However the network 

assumes all the nodes can be trusted. Each node broadcasts information about the link 

dropping packets. This method does not prevent malicious node from proving trusted 

nodes as malicious. This also does not guarantee that every node is actually forwarding 

the packets as the middle node can be selfish/ malicious and try to send ACK for itself. 

To prevent such behavior, digital signature has been proposed. Also the data is encrypted 

and decrypted at each node which increases the latency of the system. We also find false 

positives if the nodes are moving in the network. 
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 We propose a method in which a node can send a message to any node using its 

virtual currency. We assume the network to have very less restrictions. Nodes do not 

enter promiscuous mode in our algorithm. If a node keeps dropping packets, it is detected 

by a trusted node called Broker node which punishes the nodes dropping the packet. Only 

Broker nodes store the currency of nodes to prevent malicious behavior by non-broker 

nodes. We use receipts to detect nodes co-operation and Broker nodes detect the selfish 

nodes in the network based on these receipts. Also currency is given to nodes which 

forwarded data. We also reward the nodes which help detect selfish nodes by providing 

additional currency. The selfish nodes are then punished as needed and they could also be 

banned from the network based on their behavior. 

 

3.SYSTEM CONFIGURATION 

The network is composed of three kinds of nodes. There are Broker nodes (BN), 

Access Point nodes (APN) and many Non-broker nodes (NBN). The Broker nodes act as 

the central authority for the network. They maintain the virtual currency of all the non-

broker nodes in the network. All access point nodes are at a 1-hop distance from Broker 

nodes and are used as a bridge between non-broker nodes and the Broker nodes. All non-

broker nodes connect to the Broker node using access point nodes. If no access point 

node is reachable, they connect to non-broker nodes which in turn connect to a Broker 

node. The type of each node is decided when the network is created. The type of node 

does not change later. A sample network is shown in Figure 3.1 below. 
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Figure 3.1 Overview of the network 

 

 

In the Figure 3.1, dark nodes represent the Broker nodes, the grey nodes represent 

access point nodes and white nodes represent normal nodes. Broker nodes can be 

connected to each other in one of the three ways 1) Direct link, where Broker nodes are 

directly connected with each other 2) 1-hop link, where an APN nodes connects two 

Broker nodes and 3) 2-hop link, where there are two APN‟s between Broker nodes. 

 

ASSUMPTIONS 

The Broker node and Access point nodes are considered to be trustworthy and 

assumed to never drop packets based on selfish behavior. Each non-broker node has a 

public and private key associated with it. All the Broker nodes and access point nodes 

share the same public and private key pairs. We assume that public key of a node is 

known to all other nodes in the network and private key of a node is known only to that 

node. We assume that the MAC address and private key of a node cannot be guessed by 

another node. A node has to use its own MAC address. We do not assume attacks due to 

routing algorithm. We also assume all the non-broker nodes know the ID/address of 

Broker nodes in the network. 
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4.COMPLAINT BASED COMMUNICATION PROTOCOL 

This section discussed the protocol used for data communication and elaborates on 

how currency is used by the system. We use a currency based approach; nodes earn 

currency for their services in the network. Each non-broker node has a virtual currency 

(currency) associated with it. The currency is stored at Broker nodes to prevent forgery 

by other nodes. When a source node wants to send data to another node (destination), all 

the nodes in the route collaborate by forwarding the data to the destination. Source node 

thanks the intermediate nodes by paying currency to them as they help the source node 

forwarding the packet. Therefore, these intermediate nodes gain currency by helping the 

source forward packets to the destination. We encourage every node to forward more 

packets and earn virtual currency as a node that has more currency can send more 

packets. Having more currency than a threshold also proves that the node is not selfish. 

The currency of a node is increased or decreased based on the receipts sent by each node. 

Each packet has an Authentication Token (token) associated with it, which acts like the 

digital signature of the source node. It is also used to prove that a node having the token 

has helped forward the packet to the destination. Based on the receipts received for a 

packet, we create complaints on nodes when packet drops have been detected. 

Complaints are then analyzed to find the actual nodes which are dropping packets in the 

network. Next, the currency of the node dropping packets is deducted and the currency of 

the nodes which have helped finding that node is increased. As complaints are converted 

into currency, the selfish nodes in the network can be detected based on currency earned. 

A node which has currency less than the threshold value is declared as selfish. 

 

4.1 SENDING AND RECEIVING DATA 

To send data to the destination, we append some more information to guarantee 

authenticity and integrity of the data payload. The information that is appended to the 

data is an MD5 of the data and token. MD5 is used for message integrity while a token is 

used for message authenticity and for tracking of messages. Both MD5 of data and token 

prove that the message is sent by the source and not altered by any intermediate node. 

The details of the packet and the creation of the packet are explained as follows. 
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When a source S wants to send data to destination D, it creates the packet consists of 

the actual data payload, MD5 of the data for data integrity and an encrypted token. 

MD5of data is a piece of information used to authenticate the data at any point. Private 

Key of the source is used to generate MD5 of the data. Public key of the source is used by 

the destination to prove that the message is not altered by any intermediate node. The 

data and MD5 of the data are encrypted with the public key of the destination. The 

encryption is necessary to prevent intermediate nodes from changing the data; MD5 also 

helps prevent any changes to the data and improves security. A token contains the source 

node, destination node, Broker node to which this token has been sent, sequence number 

of the source, and MAC address of the sender. The structure of the token is shown in 

Figure 4.1. 

 

 

 

Figure 4.1 Token structure generated at the source 

 

 

Source node and sequence number of source node are used by the Broker node. MAC 

address of the sender is used to prove that the packet is sent by the actual source and not 

created by any other node. We assume that the MAC address of one node cannot be 

guessed by another node. Destination node is added so that the destination is not changed 

by any intermediate node. Since this token is used only by the Broker nodes, it is 

encrypted with the public key of the Broker nodes and added to the message. The 

structure of the packet sent by the source is shown in Figure 4.2. This message is sent to 

the destination with the help of other nodes in the network. The message is routed using 

any hop by hop routing or source routing algorithm (e.g. DSR, DSDV etc.). Our 
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algorithm is independent of the routing algorithm used. The algorithm to send a message 

at source is given in Figure 4.3. 

 

 

 

Figure 4.2 Packet structure transmitted by the source. 

 

 

/* Generate a message at source and add it into the message table. The messages are then 

transmitted from the message table. We only describe creating a message and adding it to 

the message table. */ 

Generate Message { 

INPUT: Destination D, Data to be sent, Private key of Source KS, Public key of 

destination KD and Broker node PB. 

OUTPUT: Packet can be transmitted to the destination. 

INITIAL PARAMETERS: Message= NULL, Token= NULL, Data = Data to be sent. 

Hash = MD5(Data, KS); //H- Hash function 

Message = Data + Hash; 

Encrypt(Message, KD); 

Token = Source + Destination + Broker node + Sequence no. + MAC address of Source; 

Encrypt(Token, PB); 

Packet = Message + Token; 

} 

Figure 4.3 Algorithm to send a message 
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When the destination node receives the packet, it decrypts the message using its 

private key and checks the authenticity of the message using the MD5 hash data attached. 

If the data passes the test, the data is correct and the destination can use the data.  

Each intermediate node and the destination store the token along with additional 

information when the packet is forwarded or when the packet reached the destination. 

This is explained in Section 4.2. 

 

4.2  STORING AND SENDING TOKENS 

The source provides currency to all co-operating intermediate nodes. But the entire 

currencies are stored at the Broker nodes so a Broker node should know which nodes 

have forwarded the packet. In this regard, each node sends tokens to the Broker node 

confirming that it has helped forwarding the packet. Broker node can verify that node „A‟ 

has forwarded the data after it receives receipts from „A‟. To prove about its 

service/behavior to the Broker node, every intermediate node stores the token sent with 

the message along with additional information before forwarding the data to the next hop. 

This token is now called receipt and is sent to the Broker node later to prove that it has 

helped in forwarding the message to the destination. 

 

FORWARD PACKET(packet) {  

/*Store required information from the packet and then forward the packet to the next 

intermediate node based on the routing algorithm used.*/ 

INPUT: Packet to be sent 

OUTPUT: Receipt stored and Packet forwarded to next hop. 

Receipt = Token from packet + Node from which packet is received + Destination of 

packet; 

Find next node based on the routing algorithm; 

Receipt = Receipt + Next hop node + Present Timestamp; 

Enqueue (Receipt, Receipt_repository) //Store the receipt along with other receipts to be 

sent. 

} 

Figure 4.4 Algorithm for storing receipts 
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Each intermediate node and the destination store the token for the packet that has 

been forwarded or received. They also store some additional information which is used 

by the Broker nodes. The additional information saved in the receipts along with token is 

“Node from which packet has been received, Node to which packet is forwarded, 

Destination of the packet and Timestamp at which packet is processed”. The token along 

with the additional information is now called receipt. The algorithm to store the receipts 

at the intermediate node is as given in Figure 4.4. 

All the intermediate nodes save the receipts so that they can be sent directly to trusted 

nodes. Whenever a Non-broker node (NBN) is within the range of an Access Point node, 

it will send all the stored receipts to the Access Point node. The receipts are sent as data 

packets through other Non-broker nodes if a node cannot reach Access Point nodes 

directly for a long time. This is necessary so that Broker node does not wait for a long 

time to give out virtual currency credits. Also the node pays currency to all the 

intermediate nodes for forwarding the packet. 

The receipt format is shown in Figure 4.5. These receipts cannot be created or forged 

by any node as they contain the MAC address and sequence  number of the source and 

are encrypted with the public key of the Broker node. 

 

 

 

Figure 4.5 Receipt structure stored at each intermediate node and destination 
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4.3  CREATING VIRTUAL PATH AND ANALYSIS 

Virtual path is a path created at the Broker node to track the path taken by the packet 

from Source to Destination. This path is created from the receipts sent by various 

intermediate nodes. 

Upon receiving the receipts, an access point node first decrypts the receipt and sends 

it to the Broker node based on the Broker node present in the receipts. This is done so 

that all the receipts of a given packet reach the same Broker node. The Broker nodes then 

separate the receipts received based on the source node and the sequence number. The 

receipts with the same source node and the sequence number are arranged in order from 

the source to the destination based on the previous node and next node received along 

with the receipt. The total route followed by each packet is thus known to the Broker 

node based on the receipts. The path thus created at the Broker node is called a virtual 

path. This virtual path is then confirmed based on the timestamps in the receipts. The 

various types of virtual paths possible are shown in Figure 4.6. 

The virtual path is analyzed when the path is completed or when the timer associated 

with the path expires. The timer depends on the various network characteristics like 

connectivity. Based on the type of virtual path, it can be found if the packet has been 

forwarded correctly by the intermediate nodes or if the packet is dropped by any 

intermediate node. Based on the virtual path, an action is taken and currency is credited. 

 

 

 

Figure 4.6 Different types of virtual paths possible 
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All deserving nodes are given currency based on the power used by the nodes and the 

total currency is deducted from the source. The amount of currency is derived based on 

the formula below. 

Pt – Power to transmit data 

Pr – Power to receive data 

 

Since an intermediate node both receives and sends data, the power used is: 

 

                                                                      (1) 

 

According to Frii‟s equation, the ratio of Pr to Pt is given by: 

 

    
  

  
                                                                  (2) 

 

where  Lp is the Path loss. The equation of path loss is: 
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                                                             (3) 

 

where R represents the maximum distance a transmission can be sent, λ = Vw/f ≈ Vw/B 

assuming bandwidth represents the range of frequency and Vw represents the velocity of 

wave propagation. 

So the total power used at the intermediate node is: 
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So the currency that can be given to a node for co-operation is given by 
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Since the energy used is found in terms of Nano Joules, we need a factor so that currency 

is not too low to be managed. So we use a “factor “which is decided based on the 

network parameters so that the currency credits in the system can be used and can be 

related to power used by a node. 

A maximum amount of currency β is given to each intermediate node and a maximum 

of β/2 is given to the destination. This is because destination only receives the packet but 

does not transmit the data. So the energy used by the destination is almost half of the 

energy used by intermediate nodes. The total amount is then deducted from the source 

node as the cost for sending data to the destination. 

The virtual path is as shown in Figure 4.6(a) if every node worked perfectly. So the 

currency is paid as discussed above to all the intermediate nodes and the destination. The 

total currency is then deducted from the source. This currency credits changes are done at 

the Broker node at which all receipts are received. 

The virtual path is as shown in Figure 4.6(b) when the destination has received the 

message but the intermediate nodes were not able to send receipts to the Broker node. 

This could happen if some intermediate nodes are not able to reach an access point node. 

However as the destination has received the message, currency is paid to the intermediate 

nodes who have sent their receipts and is deducted from the source. 

The receipts are as shown in Figure 4.6(c) if the destination has not received the 

message. It could also be possible that destination has received the message but a part of 

the network is not able to reach an access point node. The Broker node starts a timer and 

when the timer expires, it creates a complaint on the node which might have dropped the 

packet. It is hard to find the exact intermediate node which has dropped the packet. If the 

last receipt received is from node „A‟, it could be either dropped by A or by the next hop 

of „A‟ which hasn‟t sent a receipt. So a complaint is created as a pair on (A, next hop of 

A). The next hop of A is found from the receipt sent by A. Since the destination has not 

received the message, no virtual currency is deducted from the source, but currency is 

paid to the remaining intermediate nodes except the nodes on which complaint is created.  

The receipts are as shown in Figure 4.6(d) if the receipt has been sent to other 

colluding nodes and they are using the same receipt to gain currency. This is similar to 
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replay attack where nodes try to use the same receipt to gain currency. In such a situation 

it is hard to find the actual route taken since nodes co-operate among themselves to 

destroy the network. In this case, we give currency to only nodes which are actually 

trustworthy. So currency is given to all the intermediate nodes where there is no duplicate 

route. The total currency is also deducted from the source since the packet has reached 

the destination. 

The currency allocation algorithm and the selfish node detection algorithm are given 

in Figure 4.7. 

 

4.4  IDENTIFY NODES DROPPING PACKETS 

Based on the various complaints created due to virtual path of the type 7.c, nodes 

dropping packets are detected.  

All the complaints are stored at a single Broker node so that they can be processed 

easily. The Broker node at which complaints are stored is decided by all the Broker 

nodes. Whenever a Broker node has to create a complaint, the parameters of the 

complaint are sent to the decided Broker node. A complaint is created upon receiving the 

parameters by that Broker node. 

A node having many complaints is likely to be the one dropping packets. Currency is 

debited for the node dropping packets and is credited for the other nodes that made 

complaints. This is done so that selfish nodes can be detected based on the amount of 

currency present. 

We compute a threshold value for the complaints. This value is calculated every time 

the complaints are evaluated. The average number of complaints on a node is found from 

the number of complaints and number of nodes involved in the complaints. We also 

compute the standard deviation of the complaints.  

Threshold = Average + n * Standard Deviation +1. 

The value of „n‟ is either „1‟ or „2‟ and it depends on the network characteristics like 

load on the network, bandwidth etc. If the load on the network is too high or if the 

connectivity is low, „n‟ is set to „2‟ and it is set to „1‟ if connectivity is good and load is 

normal. A node having complaints more than the threshold value is considered to be 

dropping packets. 
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The nodes dropping packets are then punished. To punish node „A‟, currency is 

deducted for node „A‟ and other nodes in the complaints (-, A) or (A, -) are awarded as 

they have helped identifying the selfish nodes in the network. The amount of currency 

deducted from node „A‟ depends on the number of complaints „m‟. That currency is 

divided among other nodes in the complaints as a reward. 

The amount of currency deducted at the selfish node is: 

 

                (   
  

 

(    ) 
)                                               (6) 

 

Each of the nodes which have proved that node „A‟ is malicious is given an amount 

found using the formula: 

 

              (   
  

 

(    ) 
)                                               (7) 

 

The details of the formula are explained in the explanation above in Section 4.3. 

/* Based on all the receipts received, the path followed by a packet is checked and 

currency credits provided*/ 

CHECK_PATH_FOLLOWED(receipts) { 

INPUT: Receipts from various intermediate nodes including destination 

OUTPUT: Provide Virtual currency credits to intermediate nodes and detect selfish 

nodes. 

Arrange the receipts based on the next and previous node present in receipts. 

Verify the receipts based on the timestamps 

If (path == 3a) 

{  for all intermediate nodes and destination 

    {   currency credits = currency credits + β; 

         total = total + β; 

    } 

currency credits[source] = currency credits – total;  

Figure 4.7 Currency distribution and identifying nodes dropping packets 
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  } 

If (path == 3b) 

 {  for all intermediate nodes and destination known 

     {   currency credits = currency credits + β; 

          total = total + β; 

     } 

currency credits[source] = currency credits – total; 

  } 

If (path == 3c) 

  {  for all intermediate nodes known 

    {   currency credits = currency credits + β; 

    } 

Create Complaint based on route 

  } 

If (path == 3d) 

  {  for all intermediate nodes without duplicate route 

    {   currency credits = currency credits + β; 

         total = total + β; 

    } 

currency credits[source] = currency credits – total; 

  } 

} 

µ = (No. of complaints *2)/No. of distinct nodes in the complaints; 

σ = St.Dev(Complaints);//Find Standard deviation 

Threshold = µ + σ + 1; 

If (complaints on node „A‟ >Threshold) 

currency credits[A] = currency credits – β1; 

for all nodes „X‟ where complaints ϵ (X,A) or (A,X)   

{   currency credits[X] = currency credits + β2; 

} 

Figure 4.7 Currency distribution and identifying nodes dropping packets (continued) 
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5.  MAINTAINANCE OF NETWORK 

In this section, we describe various maintenance or administrative issues of the 

network and also describe the malicious activities that we prevent. 

 

5.1 CHOOSING BROKER NODE 

When a source node has to send a packet, it chooses a broker node and adds it in the 

token. This is done so that all the receipts of that packet are sent to the same broker node 

and virtual path can be created. 

Each access point node has a Broker node associated with it. This means that the 

Access point node is used to increase the connectivity of that Broker node. A non-broker 

node chooses the nearest Access point node and chooses the Broker node associated with 

it. The node then uses the Broker node for all the packets that it has to send. If the non-

broker node has moved a lot, it finds the Broker node again. 

 

5.2 CREDIBILITY OF NODES 

There is a possibility of a node dropping packets due to the poor communication or 

interferences. We try to distinguish such problems at the network layer from the selfish 

behavior of nodes using credibility. 

Credibility of a node is a 4-bit integer and is stored at various Broker nodes. 

Whenever a virtual path is completed, it is analyzed. If the path is as shown in Figure 

4.6(a), 4.6(b) or 4.6(d), packet has reached the destination. The credibility of nodes is not 

changed in this situation. If the virtual path is as shown in Figure 4.6(c), the packet has 

not reached the destination. The basic idea is to decrease the credibility of the 

intermediate nodes which might have dropped the packet. Also the timestamp at which 

this is done is noted. Whenever the packet does not reach the destination, the difference 

between the time-stamp associated with credibility and the present timestamp is found. If 

the difference is low, it means the packet is dropped frequently, so the 4-bit integer is 

right shifted, a „0‟ is inserted to the left and present time-stamp stored along with 

credibility. If the difference between time-stamps is high, all the bits are reset to „1‟ and 

then a „0‟ is inserted to the left. It means the credibility is set to 0111. This is done so that 

the credibility is reset when the packet is dropped after a long time. 
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Whenever the credibility of a node reaches „0‟, a message is sent to (all the near-by 

nodes/all nodes in the network) so that the node with least credibility is not used to 

forward packets. Each such message is associated with a timer, so that the node can be 

used to forward packets after a certain period of time. This is done so that the node can be 

used to forward packets after it has moved from its position. 

Credibility does not affect finding nodes which drop packets in the network. 

Credibility of a node is zero when 4 packets between (X, Y) are dropped. But a node is 

dropping packets only when a node involved in each complaint is different. 

 

5.3 PREVENTING MALICIOUS ACTIVITY 

The various attacks possible and the actions taken against the attack are as explained 

below. 

Refusal to Pay: The source node cannot refuse to pay because the currency is handled by 

the Broker node and the message has a token which contains the MAC address of the 

sender. So there is no chance of the packet being created by any malicious node. 

Dishonest Nodes: Nodes which do not actually forward packets but send receipts are not 

paid any currency because the currency is only paid when the whole route is known to the 

Broker node and nodes are not paid when there are duplicate routes as explained for 

Figure 4.6(d). 

Replay attack: Each receipt has information about the source node and the sequence 

number. An intermediate node sending the same receipt is ignored as it is considered a 

duplicate. So the same receipt cannot be sent again to the Broker node. 

Invasive adversary: A node cannot decrypt any data because data is already encrypted 

with the public key of the destination and can be decrypted only by the destination. The 

receipt also cannot be decrypted because it is encrypted with the public key of the Broker 

node and can only be decrypted by the Broker node. Also the token cannot be forged 

without decrypting it. So there is no possibility of changing the message contents. 

Man in Middle attack: A malicious intermediate node can put in junk data by finding 

MD5 and encrypting it with public key of the destination. But the MD5 of data is 

generated using private key of source. Destination generates the MD5 of data using 
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public key of the source and finds that the MD5 does not match. So it is detected that the 

data is altered. 

Selfish node sends receipt: A selfish node can drop a packet and send a receipt to the 

Broker node to get its currency credits. It acts as if it hasn‟t dropped the packet but the 

next hop has dropped the packet. Since the Broker node registers a complaint with both 

the nodes, selfish node cannot escape. 

Selfish node does not send receipt: A selfish node can drop a packet and acts like it hasn‟t 

received the packet. The last node in the virtual path is the previous hop of selfish node. 

The Broker node then registers a complaint on the previous node and the selfish node. A 

complaint is still registered against the selfish node and selfish node is responsible for 

packet drop. 

Free riders: An intermediate node can send data to any intermediate node by adding its 

information to the data but since the network is not fixed, route is also not fixed. The data 

also cannot be tunneled. Also changing a part of data is useless since it is easily found at 

the destination using MD5 of data. 

 

5.4 MAINTAINING VIRTUAL CURRENCY 

With the presence of many Broker nodes, we have many locations to store virtual 

currency of a node. Also a node „A‟ can gain currency at Broker node „Y‟ while it has to 

use it at Broker node „Z‟ to which it is connected. It is necessary to manage currency of 

non-broker nodes among the Broker nodes. The currency of a node is used only when the 

node has to send a packet. When the currency of any node „A‟ is low at Broker node „Z‟, 

the Broker node „Z‟ adds currency to that node „A‟ and sends a message to other Broker 

nodes to deduct currency. Other Broker nodes which have the currency of node „A‟ can 

deduct currency at their position. If they are out of currency too, they send the request to 

other broker nodes. This will spread the message over the whole network till currency 

can be deducted. When the request‟s TTL or number of hops allowed expires, an ERROR 

message is sent back to the broker node „Z‟ which has started the message. Based on the 

number of ERROR messages received, it is known if a node „A‟ is running out of 

currency credits. Based on the ERROR messages received, the currency of a node in the 

network can be known and various decisions taken. 
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5.5 DETECTING SELFISH NODES 

We can now find selfish nodes based on the amount of currency of a node. Currency 

of a node is low when many ERROR messages are received for a currency credits request 

by Broker node. Currency is a node is now low if a node is just sending packets through 

the network and not co-operating in forwarding other packets. It could also be low if it is 

dropping packets. Whenever the amount of currency falls below a certain level, that node 

is selfish and a broadcast is sent to the whole network so that node is ignored later in the 

subsequent routing. 

 

6.  SIMULATION AND EXPERIMENTAL RESULTS 

We built a simulation environment in Java to study the performance of the complaint 

based approach. We conduct experiments on the Complaint based approach described in 

Section 4 and compared it to the distributed Double Decrement Single Increment 

Reputation (DDSIR) model. The simulation area is approximately 1000 X 1000 m2 and it 

can afford a range of 10 – 150 nodes in the network. The maximum connection distance 

between two nodes is 200m. The bandwidth between any two nodes ranges between 128 

kbps and 512 kbps. Messages are randomly sent between nodes in the network at an 

average rate of 50 messages per minute. The movement of nodes is implemented using 

random way point model. Each node moves in a zigzag line from one point to other. The 

speed of a node is 10 m/s and the entire network moves at the same speed. The routing 

algorithm used is DSR. If the route found by DSR is broken while sending data packet, a 

new route is found by the intermediate node rather than sending a RERR message back to 

the source. This prevents unnecessary packet drop by intermediate nodes. The various 

simulation parameters are given in Table 1 and the other parameters are explained in 

respective sections. 

The broker nodes and access point nodes are introduced so that they do not drop 

packets. The broker nodes are decided by us and the nodes adjacent to broker nodes are 

then set as access point nodes. All the nodes work as normal node for other algorithms. 

The whole network now acts as a mobile peer to peer network with nodes randomly 

sending messages to one another. The effectiveness of the protocol can be evaluated by 

performing experiments on the network. 
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Table 6.1 Simulation Parameters 

Parameter Range 

Simulation Area 1000 X 1000 m2 

Number of nodes 0 – 150 (50 in general) 

Maximum connection distance 200 m 

Bandwidth between nodes 128 – 512 kbps 

Messages sent per minute in the 

network 

100 

Routing Algorithm DSR(modified to remove RERR) 

 

 

PERFORMANCE EVALUATION 

The results are studied to analyze the metrics such as selective behavior, number of 

selfish nodes in the network, speed of the nodes and total number of nodes in the 

network. We study the effect of these parameters on the time taken to detect selfish nodes 

in the network. 

 

6.1 Time Taken to Detect Selfish Nodes vs. Selective Behavior 

We define the time taken to detect selfish nodes as the time taken to find 75% of the 

selfish nodes in the network. The other 25% may take time depending on their position in 

the network and their presence in path to the destination. We define selective behavior as 

the probability that a selfish node drops packets instead of forwarding them. A node with 

selective behavior of 100% will drop all the packets and a node with selective behavior 

25% will drop around 25% of the packets and forward 75% of the packets. So a node 

drops packets with probability equal to the selective behavior. We perform the 

experiment by fixing the number of selfish nodes in the network to 8 and varying their 

selective behavior from 100% to 25%. The plot of time taken vs. selective behavior is 

shown in Figure 6.1. From the figure, we observe that as the selective behavior by nodes 

increases, i.e. as selective behavior changes from 100% to 25%, the time taken to detect 

selfish nodes increases linearly in our protocol and 2-ACK protocol while it increases 
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exponentially in DDSIR. The 2-ACK algorithm has values till 90% selective behavior as 

it can only find a selfish node if the selfish behavior is above 90% and below 90% the 

method fails.  

 

 

 

Figure 6.1 Time taken vs. selective behavior 

 

 

Initially when the selective behavior is 100%, we see that DDSIR takes little more 

time while 2-ACK takes almost the same time compared to our protocol. But as the 

selective behavior changes from 100% to 25%, the time taken by DDSIR is very huge 

compared to our protocol. 2-ACK protocol takes almost same time compared to our 

algorithm. 2-ACK can be used to detect selective behavior till 90% as overhead due to 

ACK‟s is reduced. The difference in time between DDSIR and our protocol is because 

our protocol and 2-ACK protocol find selfish nodes from the number of packets dropped 

by the node while DDSIR finds selfish nodes from the percentage of packets dropped. 

This experiment shows that our method find selfish nodes much faster compared to 

DDSIR. The variation in the values is found to be ±10%. Our protocol cannot be used to 

find selfish nodes if the selective behavior reaches 5%. 
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6.2 Time vs. % of Selfish Nodes Detected 

In all the remaining experiments, we fix the selective behavior at 100%.We also fix 

the total number of nodes in the network to 50 and number of selfish nodes to 10.We find 

the time taken to detect each selfish node in the network and plot a graph to show the 

percentage of selfish nodes detected and the time taken. The plot between time and the % 

of selfish nodes detected is shown in Figure 6.2. 

 

 

 

Figure 6.2 Time vs. % of selfish nodes detected 

 

 

From Figure 10, we observe that our protocol is able to find selfish nodes at a similar 

rate compared to 2-ACK and faster than DDSIR. We also perform better in terms of 

finding the number of false positives in the network. This is also due to the mobility of 

the nodes and the distinct complaints while 2-ACK protocol generates a few false 

positives. DDSIR and 2-ACK finds selfish nodes from neighboring nodes but with 

mobility and with neighboring nodes changing DDSIR and 2-ACK takes longer time to 

detect selfish nodes. Since our protocol considers the whole network, we are able to find 

selfish nodes much faster.  

The variation in the values found during the experiment is ±15% but our protocol 

shows better results even after considering the variation. 
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6.3 Time Taken to Detect all Selfish Nodes vs. No. of Selfish Nodes 

We define the time taken to detect all selfish nodes as the difference between time at 

which all the selfish nodes are detected and the time at which nodes start sending 

messages randomly. We perform the experiment by fixing the total number of nodes to 

50 and varying the number of selfish nodes in the network from 4 to 16. We then find the 

time taken to detect all the selfish nodes in the network. The plot of time taken to detect 

all selfish nodes vs. number of slefish nodes is shown in Figure 6.3. We observe that as 

the number of selfish nodes in the network increases, the time taken to detect all selfish 

nodes also increases linearly with our protocol peforming similar to 2-ACK algorithm but 

outperforms the DDSIR algorithm. 

 

 

 

Figure 6.3 Time taken to detect all selfish nodes vs. No. of selfish nodes in the network 

 

When the number of selfish nodes in the network is low, our protocol performs similar 

to 2-ACK but outperforms DDSIR. As the number of slefish nodes in the network 

increases, in all the methods time taken increase linearly and our protocol still performs 

similar to 2-ACK and better compared to DDSIR. The variation in the values is found to 

be ± 6.5%. The variation is very low and hence the network finds selfish nodes faster 

using our protocol. 
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6.4 Time Taken to Detect Selfish Nodes vs. Speed of Nodes 

We define the time taken to detect selfish nodes as the time taken to find 75% of the 

selfish nodes in the network. The other 25% may take time depending on their position in 

the network and their presence in path to the destination. We perform the experiment by 

fixing the number of selfish nodes to 8 and increasing the speed of nodes in the network 

from 5 m/s to 20 m/s. The plot between time taken to detect selfish nodes and speed of 

nodes is shown in Figure 6.4. We observe from the figure that as the speed of the nodes 

increases, the time taken to detect selfish nodes decreases in our protocol while the time 

taken increases in DDSIR and 2-ACK algorithms.  

 

 

 

Figure 6.4 Time taken to detect selfish nodes vs. Speed of nodes 

 

 

When the speed of nodes is low, our protocol performs better compared to DDSIR 

and similar to 2-ACK. As the speed of the nodes increases, the time taken to detect 

selfish nodes decreases in our protocol. This is due to the fact that we receive distinct 

complaints as the speed increases. Whereas in DDSIR and 2-ACK, the neighboring nodes 

keep changing as the speed increases and hence the time taken to find selfish nodes 

increases. After 20 m/s, as the speed of nodes increases, the time taken in our protocol 
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also starts increasing slowly. This is because the route found from source to destination 

fails before the packet is sent. So the number of packets sent also decreases. The variation 

in values during this experiment is ± 7.5%. 

 

6.5 Time Taken to Detect Selfish Nodes vs. Total no. of Nodes in the Network 

We define the time taken to detect selfish nodes as the time taken to find most of the 

selfish nodes in the network. We want to find the effect of the number of nodes in the 

network on the time taken to detect selfish nodes. We vary the total number of nodes in 

the network from 50 to 125 and selfish nodes from 8 to 20 respectively. We find the time 

taken to detect selfish nodes in the network. The plot between time taken and total 

number of nodes in the network is shown in Figure 6.5. From the figure, we observe that 

our protocol performs better than DDSIR and similar to 2-ACK. 

 

 

 

Figure 6.5 Time taken to detect selfish nodes vs. Total no. of nodes in the network 

 

Initially, when the total number of nodes in the network is 50, the time taken to detect 

selfish nodes is almost similiar for our protocol and 2-ACK but more using DDSIR 

algorithm. As the total number of nodes in the network increases, the time taken to detect 

selfish nodes also increases in all the algorithms but increases rapidly in DDSIR. This is 
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because, as the total no. of nodes increases, the reputation of a node in the network 

increases in DDSIR but it remains same in our protocol and 2-ACK. The variation in the 

values found during this experiment is found to be ± 8%. 

 

6.6 No. of Control Packets Generated vs. No. of Data Packets Sent 

We define the number of control packets generated as the number of receipt/ACK 

packets generated by the all the nodes in the network. We define the number of data 

packets sent as the number of messages sent by one node to another.We increase the 

number of data messages sent from 200 to 2000 and compare the number of control 

packets generated by all the nodes in the network. The plot between number of control 

packets generated and the number of messages sent is shown in Figure 6.6. We observe 

that the number of control packets generated is almost the same in our protocol and 

DDSIR but is little higher in 2-ACK. Though the size of control packet in our algorithm 

is large compared to DDSIR or 2-ACK, the number of control packets generated is low. 

 

 

 

Figure 6.6 Number of control packets generated vs. Number of data packets sent 
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The number of control packets generated in our protocol depends on the number of 

receipts sent by all the intermediate nodes and the destinataion. The number of control 

packets sent in DDSIR is the number of ACK‟s sent, which is equal to the number of 

messages sent. The number of 2-ACK‟s send in 2-ACK algorithm is reduced by sending 

one ACK for every 2-3 packets received. By fixing the time after which we send receipts 

to the Broker node, we can send the same number of control packets as generated by 

DDSIR and lower than 2-ACK. The variation of the values in this experiment is found to 

be ±3%.  

 

7.CONCLUSION AND FUTURE WORK 

Using a combination of Virtual currency and complaints, we are able to find more 

efficiently the selfish nodes in the network. We can find selfish nodes till the selective 

behavior of a node reaches 5%. We consider the credibility of nodes so that nodes 

dropping packets due to buffer constraints or routing constraints are not proven selfish. 

Although the amount of data sent in a receipt is large, the number of overhead packets is 

close to the number of ACK messages thus reducing the overhead incurred by the 

algorithm. Our simulation studies show that our protocol is efficient and faster in finding 

selfish nodes in the network and performs better even when various parameters like speed 

of node, no. of selfish nodes are changed. Also we are able to detect/prevent various 

malicious activities in the network. 

Although we have proposed a good scheme to find malicious nodes in the network, it 

can still be improved by reducing the infrastructure cost incurred from managing Broker 

nodes and Access Point nodes. We could also include a customized routing protocol and 

explore new methods to find credibility. 
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